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Abstract—Energy storage and reactive power supplied by
electric vehicles (EVs) through vehicle-to-grid (V2G) operation
can be coordinated to provide voltage support, thus reducing
the need of grid reinforcement and active power curtailment.
Optimization and control approaches for V2G-enabled reactive
power control should be robust to variations and offer a certain
level of optimality by combining real-time control with an hours-
ahead scheduling scheme. This paper introduces an optimization
and control framework that can be used for charging batteries
and managing available storage while using the remaining capac-
ity of the chargers to generate reactive power and cooperatively
perform voltage control. Stochastic distributed optimization of
reactive power is realized by integrating a robust distributed
sub-gradient method with conditional ensemble predictions of
V2G capacity. Hence, the proposed solutions can meet system
operational requirements for the upcoming hours by enabling
instantaneous cooperation among distributed EVs.

Index Terms—Coordinated voltage control, distributed opti-
mization, electric vehicles, reactive power, stochastic process.

I. INTRODUCTION

AS UNSCHEDULED residential loads, electric vehicles
(EV) might eventually induce operational complications,

whereas, properly controlled charging could help improve the
capacity factors of wind and photovoltaic generators [2]–[5]
and supply reactive power [1], [6]–[8]. Typical mechanisms
to provide demand response and reactive power services rely
on the vehicle-to-grid (V2G) operation and charging strate-
gies through either charging stations equipped with local
energy storage units [9], [10], or individual charging con-
trol [11], [12].
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The V2G operation can be defined as the provision of
energy and ancillary services from EVs to the grid [13]. The
EVs can respond quickly to reactive power regulation signals.
This regulation can be controlled independently by each EV
charging setup in a cooperative manner. A voltage control can
be embedded in the battery charger. Available ac–dc topolo-
gies to be used for reactive power support using chargers have
been studied [14]. An increase in dc-link capacitor size is
required and depends on the selected topology. Full-bridge
converter topology requires the least increase in size com-
pared to half-bridge, for example. Meanwhile, it can be used
to compensate reactive power during both the charging and
discharging of the EV batteries. A vehicle can provide reac-
tive power irrespective of the battery state of charge (SOC).
Furthermore, reactive power control and unidirectional V2G
do not degrade the battery and therefore preserve its
lifetime [11].

A charger can compensate inductive or capacitive reactive
power by properly selecting the current phase angle. The con-
troller meets the required charging command (Pref ) and the
utility can control Pref to coordinate charging power dur-
ing the peak hours. The requested reactive power, Qref (with
Qref ≤ Q̄ref ) as well as Pref must be processed before being
sent to the charger. Fig. 1 shows the components of this
mechanism. The operation strategy block includes policies
and requirements of the utility/operator as it can provide a
controlled exchange with the main grid. It can also commu-
nicate with the rest of the network. On the other hand, in
addition to the transfer of control signals (shown by arrows),
this structure should provide communication among EVs and
storage units. Fig. 1(b) illustrates operating regions of a full-
bridge converter topology which, as explained earlier, is the
best choice in charging stations.

The application of the cooperative distributed optimization
to optimally dispatch the reactive power generation of DGs in
a microgrid has been investigated [15], [16]. The sub-gradient
algorithms as decentralized network optimization algorithms
are applied to minimize a sum of objective functions (that
represents the optimal voltage profile) when each component
function is known only to particular agents of a distributed net-
work [15]–[18]. However, optimization algorithms for reactive
power utilization from V2G should take account of varia-
tions across time and availability of electric vehicles. Hence, a
more suitable optimization algorithm for V2G-enabled reactive
power control should be robust to variations and offer a certain
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Fig. 1. (a) Control parameters of grid-connected storage for the charging
station setup. (b) Operating regions for reactive power compensation subject
to active power constraints.

level of optimality by combining it with several-hours-ahead
network management schemes.

The objective is to schedule charging and to enable demand
response while using the remaining capacity of V2G to gener-
ate reactive power and cooperatively perform voltage control.
In this paper, a robust distributed sub-gradient optimization
is proposed in order to perform active power and voltage
control. The implemented optimization and control consist of
two approaches: (1) temporal charging control and demand
response, and (2) real-time cooperative voltage/power control
among DGs and EV charging stations. A kernel-based predic-
tive modeling of available capacity from charging stations is
proposed. The model is used to formulate predictive capacity
allocation and demand response based on the exact probabili-
ties associated with different resource levels. Then, a real-time
cooperative distributed control is applied in order to optimally
dispatch the reactive power capacity and realize a unified volt-
age profile while maintaining active power controls such as
desired states of charge and DG constraints.

II. MULTIVARIATE APPROACH TO CALCULATING

CONDITIONAL ENSEMBLES OF V2G

A. Introduction

The deployment of EVs connecting to distribution networks
can lead to an increased power demand and less responsive
voltage profiles [19]–[21]. On the other hand, battery energy
storage with V2G technology [22] is effective in buffering
active and reactive power fluctuations, thus providing volt-
age and frequency control [23]. Hence, V2G capacity should
be considered in the optimization and control procedures.
Forecasts of V2G capacity are the average availability of vehi-
cles expected to be available from the clusters of EV chargers
during the considered look-ahead time. This is the so-called

Fig. 2. Predictive inference using ensembles. The calculated ensembles can
be used to build other stochastic measures of uncertainty such as density
forecasts.

point forecast that provides only a single value for the con-
sidered time resolution. Extensive research has been reported
on point forecasting methods which use different types of
regression models (e.g., neural networks) and Monte Carlo
simulation [24].

Contrary to the single-valued forecasts which only provide
projected mean values of the V2G capacity, ensemble pre-
dictions can offer distributions of V2G capacity for different
look-ahead times. The ability to predict exact probabilities
associated with different V2G power levels in future is critical
for a successful integration and control of the EV charging
stations. This is particularly useful when a certain degree
of robustness is ensured for the reliable operation of power
system against uncertainty of point forecasts.

Ensemble predictions may refer to a wide range of methods
that study different models for characterization or estimation
of uncertainty. The uncertainty is reflected either in the point
forecasts or in the data variations itself. Fig. 2 shows the con-
cept of prediction ensembles: A set of quantiles represents the
empirical cumulative distribution function (ecdf) that can be
calculated from a full pdf by using kernel smoothing. This
pdf estimates the true underlying error distribution in power
forecasting and can be provided by either a parametric or
a non-parametric representation. Non-parametric or empiri-
cal representation is the most natural and accurate way of
modeling the ensembles; because it can reflect on how the
real EVs behave and error data changes and can be calculated
from historical data [25].

On the other hand, most probabilistic forecasts are provided
for consecutive look-ahead times independently. Hence, they
lack any information on the characteristics that drive the tem-
poral evolution of V2G capacity and error data. In fact, the
cross-correlations and dependencies between the forecasting
error series over the considered time horizon are valuable char-
acteristics, particularly, for power system problems that have
time-dependent memory such as in energy storage manage-
ment. Also, most of the available methods cannot satisfactorily
cope with non-Gaussian data typical in power systems.

In this section, a spatio-temporal multivariate modeling
for calculating ensembles of V2G capacity is proposed.
This provides a considerable extension over the previous work
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Fig. 3. Mean and standard deviations for the capacity available from EVs
with 10 kW charging power on workdays and holidays [25].

presented in [14]. The main goal is to capture the temporal
dependence of V2G capacity conditional on distributions of
forecast error at each look-ahead time. The proposed algo-
rithm uses copula-based modeling. Once the model is fitted to
the historical data, the conditional ensembles can be calculated
very fast. This can be viewed as an adaptive probabilistic fore-
casting for several-hours look-ahead time periods. Historical
EV data from [25] is used to build the model.

B. Proposed Modeling for Predictive Inference

Ensemble predictions can be used in predictive inference
procedures in order to deal with the uncertainty of point fore-
casts [26]. Future outcomes of V2G capacity, according to the
estimated probability, will fall in between ensembles, given
what has already been observed. The main objective is to pro-
vide an empirical distribution of error for a current expected
value; hence, the inherent uncertainty of point forecasts can
be predicted.

The first step is to convert the raw driving data into the
charging profiles. This is done by tracking the trips of the cars
and calculating the SOC and charging power of the batteries.
Then, the hourly charged energies of the cars can be calculated
based on the individual charging events. It should be noted that
the main parameters to be considered are the battery capacities,
power requirements of the EVs, charging station capacity, and
customer classification.

The second step, as described in this section, is to build a
predictive model that fits the converted data. A multivariable
modeling structure is proposed that is used for calculating pre-
dictive ensembles of the available V2G capacity. The main
modeling parameter is the active power profiles at the charg-
ing stations. The capacity of the chargers to support reactive
power can then be calculated considering the number of charg-
ers in use as well as the chargers available for reactive power
support only. The data from [25] is used as historical infor-
mation to build the conditional ensembles. Mean and standard
deviation of a sample set of Finland’s data are shown in Fig. 3,
as repeated from [25]. Once the historical charging profiles is
calculated from the raw data, the proposed modeling can be
built. The modeling concept is as follows.

Assume a one-dimensional function g(t) = Pi(t) that
represents capacity of the ith V2G charging station with
a set of noisy observations pi = {pi(tj)}N

j=1 = g(t)+ εn at
t = {t0 + jT}N

j=1, where, T is the time step. Distribution of

εn which is mainly due to the measurement errors is repre-
sented in the covariance matrix and discussed toward the end
of this section. In order to predict values of this function,
p∗

i = {p∗
i (tk)}M

k=1, at t∗ = {t∗0 + kT}M
k=1, the joint distribution

of the observed and predicted values can be constructed as
follows:

Pr
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where, C(.) is the copula function [27], [30], Fj(pi(tj)) is the
marginal cumulative distribution functions (cdfs) of the V2G
capacity and uj is the transformed pi(tj) via uj=̇Fj(pi(tj)). The
multivariate distribution of can be calculated by differentiation:
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where, fj(pi(tj)) is the marginal pdfs and ci(.) is the cop-
ula density which is obtained by the derivative of the coupla
function:

c
({

uj
}N

j=1

)
= ∂NC

∂u1∂u2 · · · ∂uN
(4)

This formulation offers a unified multivariate model of
the prediction data that includes exact nonlinear dependence
structure subsequently required to estimate ensembles. The
fundamental definition of copula functions is out of the scope
of this short paper; however, a copula function can be simply
defined as the joint distribution of two or more random vectors
each transformed as uniform random variables. Advantages
of using copulas for multivariate data are considerable. First,
by using copula modeling concept, the joint distribution can
be decomposed into the dependency structure (copula func-
tion) and the marginal distributions. Hence, each variable
can be described by a different distribution (e.g., Gaussian,
Weibull, or even empirical distributions). Furthermore, copula
functions capture the complete dependence structure that is
unlike the linear correlation coefficient which only measures
co-variations up to the second order [30].

In summary, the structure of the proposed model is com-
posed of three elements,

1) copula function,
2) kernel function, and
3) marginal distributions.
As mentioned above, the copula function as the main part

of the model enables accurate and efficient construction of the
dependence structure between variables. One of the benefits
is the ability to model high-dimensional and long-range data
sets. On the other hand, the kernel function helps to achieve
predictive performance which is illustrated in the following
section. The third element, the marginal distributions, provide
enough flexibility to match the observed process, especially
in the applications where the data is non-Gaussian. This is
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Fig. 4. An illustration of the model’s structure for three charging stations.

possible thanks to the copula modeling concept following the
Sklar’s theorem [27].

The proposed model can then be extended to multivariate
time series when there are multiple aggregators and charging
stations, or even load or solar power data to be considered.
One option is to parameterize (1) using an additional copula
function Cb:

Pr
(
P1 ≤ p1, . . . ,Pη ≤ pη

)

= Cb

[
C1

({
Fj
(
p1
(
tj
))}N1

j=1

)

× · · · × Cη
({

Fj
(
pη
(
tj
))}Nη

j=1

)]
(5)

The related proof and analyses behind 5 is provided in
the Appendix. Fig. 4 shows the graphical structure of the
model. This schematic illustrates how the additional copula
joins multiple time-based station’s data together. The advan-
tage of this model is that data with from different resources
and specific characteristics can be modeled.

Model calculations can be carried out by maximizing like-
lihood. A general likelihood function for the univariate model,
(3), is given by:
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= c
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where, pi is the set of historical data for the ith station or
source and λ is the set of parameters for the copula functions.
The likelihood for the multivariate model, (5), can be derived
from (6):
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where, the partial derivatives with respect to the cdfs fol-
low (4)’s notation. It is important to note that (7) enables a
modular structure to learn all of the model parameters either
at the same time, or separately.

III. MODEL-BASED CONDITIONAL ENSEMBLES

One of the benefits of the proposed modeling structure is
that the complete predictive distribution (illustrated in Fig. 2)
is available for inference, hence, allowing for constructing
ensembles by regular sampling techniques. The predictive dis-
tribution of the proposed model in the previous section can be
calculated by:
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where, � is calculated from the observations and �̂ is derived
from both observations and targets data of V2G capacity
according to the following covariance matrix:

� =
⎡

⎢
⎣

ψ(t1, t1) · · · ψ(t1, tN)
...

. . .
...

ψ(tN, t1) · · · ψ(tN, tN)

⎤

⎥
⎦+ σ 2

n I (9)

where, ψ(tj, tk) is a kernel function of the covariance between
pairs of pi(tj) and pi(tk), and σ 2

n is the noise variance and
I is the identity matrix. A small noise variance is assumed
in this paper that follows a standard Gaussian distribu-
tion. Nonetheless, verifying that the noise is negligible or
Gaussian should be done on a case-by-case analysis for dif-
ferent applications and data sources. Here, the radial basis
function is used as a kernel as it provided the best fit to
the data:

ψ
(
tj, tk

) = exp

(

−
(
tj − tk

)2

2σ 2

)

(10)

where, σ is a free parameter that sets the spread of the
kernel. Numerical calculations are also useful once the mul-
tivariate model is calculated. First, a comprehensive look-up
table that includes a large number of samples should be con-
structed by sampling from the model of forecasting/projection
data. Then, the conditional pdf of interest is calculated sim-
ply by searching for the realized patterns of V2G capacity
and projection errors over the forecasting interval N using the
look-up table. This simple procedure is justified based on the
following:

f (u1, u2, . . . , un) = f1(u1)f2(u2|u1 )× · · ·
× fn

(
u∗

n|u1, . . . , un−1
)

(11)

where, fn(u∗
n|u1, . . . , un−1), as the only parameter to be

determined, represents conditional error distribution of the
ensemble of interest given that U1 = u1, . . . ,Un−1 =
un−1.

Fig. 5 summarizes the proposed method in a detailed
flowchart. The flowchart illustrates how the ensembles (equiva-
lently, scenarios or data samples) can be calculated. Ensembles
predict future variations in the charging stations’ capacity and
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Fig. 5. Stages of the proposed method: offline modeling and real-time
calculation and robust optimization.

are used as inputs to the optimization problem. They should
exploit critical characteristics leading to a robust decision pol-
icy. The optimization stages are described in the following
section. Practical benefits of the proposed predictive approach
for voltage control and demand response are also studied
in the same section. It should be noted that the modeling
and most of the required calculations can be handled off-
line. Hence, real-time or on-line operations would be more
efficient.

Sample computational times are given in the final case
study. It should be noted that the whole procedure is tar-
geted for real-time applications with fast computational times
in order of seconds to minutes depending on the setup. The
modeling calculations, on the other hand, can be done off-line
and undergo updates at regular time intervals (e.g., seasonal
or monthly updates) to account for major changes in customer
behavior and/or resources.

Solution algorithms are coded on MATLAB/Simulink while
parts of the pseudo-codes from R [32] are used for model
estimation. The modeling algorithms that follows Fig. 5 is
discussed in the following subsection.

Fig. 6. Example of the calculated distribution of the ensembles along with
the point projections using the proposed multivariate algorithm.

A. Solution Algorithm

Following stages are essential in implementing the predic-
tive model:

1) Selecting marginal distribution: The proposed model is
compatible with any parametric or empirical distribu-
tions. If a parametric distribution is chosen, then the
associated parameters are learned with the maximum
likelihood estimation (MLE).

2) Designing the kernel function: Using the auto-
correlation functions (ACFs) of the first few moments of
data, algorithms from [35] can be used to design kernels.
In this paper, the radial basis function is used.

3) Selecting copula functions: Gaussian copula is cho-
sen for the proposed model as it effectively represents
dependencies across time which is the main interest.

4) Full model training: for a given load time-series, the
MLE can be used on a sliding window over data based
on the likelihood for the full model according to (7).

B. Load Modeling Results

Aforementioned solution algorithms are implemented in
MATLAB and assuming a time resolution of 1 hour, modeling
and prediction takes up to 15 minutes to complete on a Core i5
2.2 GHz machine. Fig. 6 shows calculated conditional ensem-
bles using the proposed multivariate algorithm corresponding
to the contribution of 100 vehicles having the capacity profiles
according to Fig. 3. It should be noted that this is a box and
whisker plot. A box and whisker plot is a way of graphically
comparing distributions between several sets of data through
their five-number summaries. On each box, the central mark
is the median, the edges of the box are the 25th and 75th per-
centiles, the whiskers extend to the most extreme data points
not considered outliers, and outliers are plotted individually
by a plus sign.

In order to compare the immediate results of the proposed
predictive modeling with existing models, a case study is
created by the following assumptions:

1) Autoregressive integrated moving average
(ARIMA) [29] and Gaussian process (GP) [34]
models are used for comparison which provide estab-
lished benchmarks to demonstrate the effectiveness of
the proposed model.
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2) The data simulation algorithm in [25] is used as the base
case and to carry assumptions on the EV fleet.

3) It is assumed that the charging starts immediately when
the vehicle is parked at the station which provides a
neutral comparison. Smart charging can also be consid-
ered without any modification in the predictive modeling
because the predictive models are built upon the stations
data obtained from the calculations and measurements
of the charging mechanisms or patterns.

4) Time resolution is one hour and it is assumed that the
vehicles are fully charged at the beginning of the first
trip.

5) Charging stations equipped with local energy storage
serve the fleet size of N = 120 as the default local pop-
ulation of EVs. Number of charging ports is M = 50
which defines the default aggregation level.

6) The fleet is divided in three equal-sized categories with
average capacities of 5 kWh, 10 kWh, and 15 kWh.
Battery capacities of each sub-fleet is normally dis-
tributed with standard deviation of 0.1.

Comparison is in terms of predictive capabilities of the three
models over load data and is therefore independent of the
above assumptions and EV charging or handling mechanisms.

Four scores are used to quantify the outcomes of
the proposed and benchmark methods. Two determinis-
tic scores include root mean square error, RMSE =√

1/T
∑T

t=1(xt − x̂t)2, and mean absolute error, MAE =
1/T

∑T
t=1 |xt − x̂t|, where, x̂t is the predicted value of xt.

Scoring rules such as the logarithmic score and the contin-
uous ranked probability score (CRPS) can be calculated for
evaluating accuracy of the predictions [28]. The CRPS is a
reliable tool for probabilistic forecast evaluations, particularly
for ensemble predictions [29]. The CRPS is defined for the
h-step ahead predictive density function ft+h|t, let Ft+h|t be
the corresponding cumulative distribution function. Then, the
CRPS is defined as:

CRPS =
∫ 1

0

[
Ft+h|t(x)− 1(x − xt+h)

]2 (12)

where, 1(x − xt+h) is the indicator function which is equal
to one when (x − xt+h) is positive. The log score on the
other hand, is defined as the mean negative log of the forecast
density function evaluated at the corresponding observation,
log score = 1

T

∑T
t=1 − log(ft+h|t).

Forecast performance scores of the proposed method for
the predictive ensembles of Fig. 6, calculated in percent of
the rated power, averages on 4.2048 and 6.1509, respectively.
These are average values using the data samples from [25]
assuming 95% confidence. Calculated scores prove high accu-
racy of the predictive ensembles. It should be mentioned that
the CRPS reduces to the mean absolute error (MAE) if the
prediction is deterministic. Comparison of the performance
scores of all methods for 6 hours time horizon are listed
in Table I. Both probabilistic and deterministic performance
scores show noticeable improvement over the benchmark
methods.

TABLE I
FORECASTING PERFORMANCE OF THE METHODS (MEAN OF

ENSEMBLE SKILL SCORES AS % OF RATED POWER

AND 95% CONFIDENCE INTERVAL)

IV. STOCHASTIC DISTRIBUTED OPTIMIZATION

OF V2G CAPACITY

A. Reactive Power Optimization for Distributed
Voltage Control

The conditional ensembles, developed in the previous sec-
tion, are used to compensate for temporal variations of V2G
capacity. The deterministic optimization basis using sub-
gradient method is according to [15] which is used for
comparison and verification. The objective is to minimize the
overall network voltage deviations in order to achieve a uni-
fied voltage profile across all active nodes. This objective can
be realized by controlling the reactive power capacity of every
DG, ESS, or EV (as the control units) which is subject to a
number of stochastic constraints. In this section, the proposed
stochastic constraints based on the predictive ensembles are
presented. The stochastic method is formulated as an addition
to the deterministic approach and compensates for temporal
control and robust optimization of reactive power and demand
response. Then, the deterministic cooperative optimization is
briefly explained and a modification to the deterministic opti-
mization is applied to account for the uncertainty of the
communication network.

The conditional ensembles, described in the previous sec-
tion, are applied to calculate a robust feasible value for
Q̄i, i.e., the maximum available capacity for reactive power
compensation, in the course of optimization. Hence, the tem-
poral characteristics of V2G capacity and energy storage
requirements is considered in a way that using V2G capacity
for reactive power generation is coordinated with upcoming
requirements for active power and proper management of
energy storage can be realized. Nonetheless, this is the gen-
eral concept and different rules can be applied to calculate and
impose a feasible and admissible Q̄i. These rules and settings
would be based on cooperative benefits to the grid that can be
set according to both economic and technical considerations.
As an example, the following rule is proposed here to decide
upon a suitable Q̄i for each unit in real-time calculations.

The energy stored in the unit at the end of the time interval,
Ei(tN), for which the ensembles are calculated, is maintained.
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Also, Ei(t) � SOCi(t), defines energy content of the charging
station in relation to the sate-of-the-charge. The constraints
are defined for all time steps within the considered look-
ahead horizon. First constraint governs active power available
at each time step to compensate for different ensembles of
V2G capacity:

Pmin
i (t) ≤ Pi(t) ≤ Pmax

i (t) (13)

where, Pmin
i (t) ≥ 0,∀t in this study, however, negative val-

ues are possible for bidirectional V2G. Constraints on energy
content over each time period are as follows:

0 ≤ SOCmin
i (t) ≤ SOCi(t) ≤ 1, (14)

and,

SOCi(t) −→
t→tN

SOCref
i (15)

where, SOCref
i = 1− (near-full battery/storage status) is cho-

sen in the case study. It should be mentioned that additional
discharging is possible when an ensemble exceeds the actual
availability. To tackle this issue, the lower bound in (14) con-
siders the energy demands for the next trip that is the minimum
state of charge associated with the storage (both local and
onboard). Finally,

∑

i

Pi(t) ≤ Pmax
total (16)

where, Pmax
total, is the threshold load, and can be calculated based

on the stochastic ensembles. Additional power is delivered
through the point of common coupling (PCC).

A robust optimization can then be formed that limits real-
time usage of the chargers capacity for an effective reactive
power control through solving the following at each time over
the control period:

max

{
min

i
Q̄i

}
(17)

s.t. Q̄i =
√

S2
i − P2

i (18)

Pr[(12) to (15)] ≥ 1 − ε, ∀t (19)

where, Si is the nominal rating of the ith charger at each time,
and ε is a small probability of violation. The constraint (18)
is probabilistic and might be violated with probability ε. This
constraint guarantees that the probability of having an ineffi-
cient energy level in the near future remains very low (i.e.,
5% in the case study) and makes sure that the V2G opera-
tion can compensate for temporal integration of generation,
storage, and demand.

Now, the deterministic real-time control can be implemented
using the calculated temporal solution. Assume that the DGs
along with the combination of local ESS and V2G operations,
cooperatively minimize the following objective function:

F =
N∑

i=1

fi =
N∑

i=1

(1 − Vi)
2

2
(20)

where, Vi is the voltage of the unit i, and each unit exchanges
information on the objective components with other units.
The control/optimization variables are unit’s reactive power

utilization defined as the reactive power provided by V2G or
DGs defined as Qi/Q̄i where, Qi and Q̄i are the generated and
maximum available reactive power. The variable αi = Qi/Q̄i

is an estimation provided to the unit i at time step k. Unit i
receive updates based on the cooperative control law:

αi(k + 1) =
N∑

j=1

dijαj(k)− βigi (21)

where, dij is calculated based on the instantaneous commu-
nication topology according to [16], βi is one step size gain
associated with unit i, and gi is the sub-gradient of the unit

i’s objective component, i.e.,
1

2
(1 − Vi)

2 with respect to αi.
The gains, βi, should be heuristically selected to achieve best
performance. The sub-gradients in (21) for the units of interest
are calculated as follows:

gi = −Q̄i(1 − Vi)Vi

Qi − V2
i Bii

(22)

where Bii is the sum of the imaginary parts of the line con-
ductances, connecting node to the neighboring nodes. If the
reactive power capacity of a unit or a node is zero, it can utilize
other units reactive power capacity, hence, participating in Q̄i.

The following modifications explain a randomized sub-
gradient method [17], [18] that is employed in order to address
the communication uncertainty among distributed units where
the unit that updates is selected randomly according to a distri-
bution, conditional on the most recent updates. This is intended
to represent the spatial uncertainty or potential displacement
of data exchange among units. It should be emphasized that
the randomized version of the sub-gradient method is in addi-
tion to the predictive ensembles that are used to compensate
for temporal effects.

Suppose at time k, the j-th charger updates and generates
its estimate αk. Then, charger j may pass this estimate to its
neighboring charger and/or DG i with probability [ρ(k)]i,j.
Formally, the update rule for this method is given by

αi(k + 1) = �A
[
αi(k)− βi(k + 1)(∇f (αi(k))+ ε(k + 1))

]

(23)

where α0 ∈ A is a random initial vector, αk represents the
main optimization variable at time step k, ε(k + 1) is a random
noise vector and β(k + 1) > 0 is the step-size gain, defined
above. Also, �A denotes Euclidean projection onto the set A
and ∇f (α) is the subgradient of f evaluated at α. The indices of
unit updates in time evolves according to the sequence {s(k)},
a time non-homogeneous Markov chain with states 1, . . . ,m.
If ρ(k) denotes the transition matrix of this chain at time k,

[ρ(k)]i,j = Pr{s(k + 1) = j|s(k) = i}, (24)

for all i, j ∈ {1, . . . ,m}. When there are no errors, i.e.,
ε(k + 1) = 0, and the probabilities [ρ(k)]i,j = 1

m , the modified
method corresponds to (21). The reactive power utilization of
the i-th EV/unit is denoted by αi.
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Fig. 7. IEEE 37 node test feeder with DG and EV stations locations.

B. Case Study: Utilizing V2G Capacity Within a
Wind-PV-Based Microgrid

A modified version of test network by the IEEE 37 node
test feeder [31] is used in the case study. This feeder is chosen
as it resembles an actual feeder in California with notice-
able voltage drop and unbalance for a network at this scale.
All regulators and reactive power compensation devices are
removed from the text feeder in order to demonstrate effec-
tive operation of the proposed controls. Spot loads and line
data are according to [31] with the same configuration codes
assigned to each line (e.g., C-721). The simulated feeder
with all subsystems and controls in MATLAB-Simulink is
shown in Fig. 7. Distributed control and robust optimiza-
tion are coded using S-Functions and Simulink toolboxes
all within MATLAB. Each subsystem box includes required
controls, communication, data models and power sources to
implement distributed active and reactive power operations.
The real-time calculations and predictive robust adjustments
take less than 1 second on a Core i5 2.2 GHz PC which
is more than sufficient for the voltage control and demand
response.

In the deterministic distributed optimization, PVs 2 and 3
minimize the aggregated reactive power flow to the main grid.
All other DGs and EV charger aggregations participate in the
distributed optimization in order to minimize the sum of the
voltage deviations for the corresponding nodes. The gradient
gains are βi = 15 for all the DGs and EV stations. Maximum
capacity of DGs are 1.2 MW for wind generation units, and
1 MW for PV units. On the other hand, EV charging stations
operate within 1.5 MW range.

Simulations are carried out using the MATLAB and
Simulink. Main grid is 230 KV and the distribution net-
work of the microgrid operates at 4.8 KV. It is assumed
that the PCC is at node no. 799. Fig. 8 shows PV and
wind power data used for the following simulation. Other
parameters and adjustments are according to [15]. It is
also assumed that the extreme cases can happen where the
charging stations are in full operation when the microgrid

Fig. 8. Assumed wind and PV distributed generation profiles. It should be
noted that the EV profiles are according to the stochastic model.

generation is low. Three scenarios are considered in the
simulations:

1) The proposed temporal control which includes robust
charging control based on the predictive ensembles
in the previous section, and instantaneous (real-time)
cooperative voltage/power control among DGs and EV
stations.

2) Instantaneous cooperative voltage/power control without
using predictive ensembles.

3) A base case where no control is applied. In this case,
20% penetration from DGs is assumed.

Fig. 9 shows an operational merit of the proposed stochas-
tic temporal control in comparison with the deterministic
instantaneous control and the base case with no control. The
differences show that the stochastic optimization makes slight
changes to compensate for the upcoming capacity require-
ments of the network, thus, prevents the increase in the active
power requirement to be delivered from the point of com-
mon coupling starting at around 18th hour. It should be noted
that the energy exchange from the charging stations, Fig. 10,
and the reference point for active power exchange through
the PCC, equal to 1.6 MW, is chosen to be identical between
stochastic/temporal and deterministic/instantaneous cases. In
fact, Fig. 10 compares the two control mechanisms on how
the same amount of energy would be delivered over the study
period.
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Fig. 9. Active power exchange with the main grid through the PCC.

Fig. 10. Charging stations’ energy profile over the study period. Available
temporal control and demand response utilizes storage capacity of local energy
storage units.

Fig. 11. Reactive power control performance comparison.

The total demand of the station is adjusted by charging
control of the local bulk energy storage within the station as
well as the V2G operations. Here, V2G operations are kept
to a minimum of 12% of the stations capacity. It should be
emphasized that the vehicles can be served using the local
storage capacity of the charging station. In other words, a
reduction in the stations power exchange with the feeder does
not necessarily mean a reduction in the number of vehicles
served.

The critical performance on the active power exchange
could be achieved by applying the analytics-based stochas-
tic constraints in the second-level problem of (13)-(16), with
no significant decline in the first-level reactive power and volt-
age control objectives, i.e., (20). This can be confirmed from

Fig. 12. Node voltages of the DG and EV charging stations: (a) the proposed
temporal control (two-stage), (b) instantaneous control, and (c) no control.

Figs. 11 and 12(a) which show small deviations in reactive
power and voltage profiles across the network. Figs. 12(a)–(c)
compare three scenarios in terms of their performance to regu-
late voltage. On one hand, by comparing Figs. 12(a) and 12(b),
one can confirm that the additional temporal control stage does
not negatively affect the performance of the real-time con-
trols. On the other hand, the significant improvements from
the base case with no control (Fig. 12(c)) shows the impor-
tance of voltage control for the chosen case study due to the
high EV penetration. It should also be noted that a unified
grid voltage profile also minimizes the active power loss as
shown by [15].

V. CONCLUSION

This paper proposes a kernel-based predictive model
of the EV charging station’s capacity. Full distributional
characterization and temporal modeling of V2G ensembles
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is proposed using a kernel-based copula stochastic process.
Temporal interdependence of the projection data and available
capacity from charging stations can be captured by the model.
Then, by using a stochastic distributed sub-gradient method,
power and voltage control of V2G capacity within the network
is realized. Optimization and control mechanisms consist of
two levels: instantaneous reactive power/voltage control and
temporal parameter adjustment and power control. The results
show that the obtained solutions can reflect on the system
requirements for the upcoming times along with the instanta-
neous cooperation between distributed resources. In fact, by
imposing measures of the most likely ensembles, a distributed
sub-gradient method is carried out for cooperative control of
the renewable generation and energy storage.

This work introduces basic tools and applications for tem-
poral distributed control within the smart grid, specifically,
where the objective is to manage storage, renewable dis-
tributed generation, and demand response. Predictive analytics,
capable of managing intermittent loads, renewables, rapidly
changing weather patterns and other grid conditions, repre-
sent the ultimate goal for smart grid capabilities. Within this
framework, this research develops high-performance analytics,
such as predictive analytics, and ways of employing analytics
to improve distributed and cooperative optimization software
which proves to be the most significant value-add in the smart
grid age, as new network management technologies prove
reliable and fundamental.

APPENDIX

PROOF OF THE MULTIVARIATE CONNECTING

COPULA EQUATIONS

There can be several solutions to extend the proposed
model for multivariate time series data. However, the proposed
method in Section II-B that uses a connecting copula reserves
the benefits of the univariable case in a multivariable set-
ting [30], [33].

The joint conditional distributions for the multivariable sets
of data X(t) = {X1(t), . . . ,XN(t)} at time t conditional on
the past observations 1, . . . , t − 1 are used to build the joint
unconditional distribution. Hence, the connecting copula is
defined as,

Pr
(

X(t) < x(t)
∣∣∣{X(i) = x(i)}t−1

i=1

)
.= Cb(p1(t), . . . , pN(t))

(25)

where, X(i) < x(i) means {X1(i) < x1(i), . . . , XN(i) < xN(i)},
Cb denotes the connecting copula and

pj(t) = Pr
(

Xj(t) < xj(t)
∣
∣∣
{
Xj(i) = xj(i)

}t−1
i=1

)

=
∂ t−1

∂xj(t−1)···∂xj(1)
Cj

({
Fj
(
xj(i)

)}t
i=1

)

∂ t−1

∂xj(t−1)···∂xj(1)
Cj

({
Fj
(
xj(i)

)}t−1
i=1

)

=
gj

({
uj(i)

}t
i=1

)
·∏t−1

i=1 fj(x(i))

cj

({
uj(i)

}t−1
i=1

)
·∏t−1

i=1 fj(x(i))
=

gj

({
uj(i)

}t
i=1

)

cj

({
uj(i)

}t−1
i=1

)

(26)

are the conditional distributions (j = 1, . . . ,N). Note that the
univariable conditional densities are in terms of the univari-
able copula Cj that is already learned from the individual data
vectors. Also, cj is the copula density function and gj is the dis-
tribution function calculated by the (t − 1)th derivatives of the
copula function Cj({Fj(xj(i))}t

i=1) with respect to {uj(i)}t−1
i=1. As

used in this paper, gj(.) for Gaussian copula can be calculated
as follows.

gj{ui}t
i=1

)

= ∂ t−1

∂u(t − 1) · · · ∂u(1)
Cj
({u(i)}t

i=1

)

=
[

∂ t−1

∂v(t − 1) · · · ∂v(1)
(0,�)

({u(i)}t
i=1

)] t−1∏

i=1

∂v(i)

∂u(i)

=
∫ v(t)

−∞
φ(0,�)(v(1), . . . , v(t − 1), γ )dγ ·

[
t−1∏

i=1

φ(0,1)v(i)

]−1

=
[

t−1∏

i=1

φ(0,1)vi

]−1

×
∫ v(t)

−∞
φ(0,�)(v(1), . . . , v(t − 1), γ )

φ(0,A)(v(1), . . . , v(t − 1))

× φ(0,A)(v(1), . . . , v(t − 1))dγ

= φ(0,A)(v(1), . . . , v(t − 1))
∏t−1

i=1 φ(0,1)(v(i))

∫ v(t)

−∞
φ(μ,σ)(γ )dγ

= cA(u(1), . . . , u(t − 1)) ·(μ,σ)(v(t)) (27)

where, u(i) = F(x(i)) and v(i) = −1
(0,1)(u(i)) and

� =
[

A C
CT b

]
(28)

in which, {Ai,j = k(x(i), x(j))}t−1
i,j=1, b = k(x(t), x(t)), and C =

[k(x(t), x(1)), . . . , k(x(t), x(t − 1))]T . Furthermore,

μ = vt

b
C, (29)

σ = A − 1

b
CCT . (30)

Following on (25), the joint density of current observations,
xt in terms of all {x(i)}t−1

i=1 is

Pr
(

X(t) < x(t)
∣∣∣{X(i) = x(i)}t−1

i=1

)
(31)

= ∂N

∂x1(t) · · · ∂xN(t)
Cb(p1(t), . . . , pN(t)) (32)

= cb(p1(t), . . . , pN(t)) ·
N∏

j=1

∂pj(t)

∂xj(t)
(33)

= cb(p1(t), . . . , pN(t)) ·
N∏

j=1

⎡

⎣
cj

({
uj(i)

}t
i=1

)

cj

({
uj(i)

}t−1
i=1

) · fj
(
xj(t)

)
⎤

⎦.

(34)



3190 IEEE TRANSACTIONS ON SMART GRID, VOL. 9, NO. 4, JULY 2018

Finally, the joint density of the whole multivariable
data set, {X(i) = x(i)}t

i=1, is given by the product of
conditional densities

Pr
({X(i)x(i)}t

i=1

)

= Pr
(

X(t) = x(t)| {X(i) = x(i)}t−1
i=1

)

× Pr
(

X(t − 1) = x(t − 1)| {X(i) = x(i)}t−2
i=1

)

× Pr
(

X(t − 2) = x(t − 2)| {X(i) = x(i)}t−3
i=1

)

× · · · × Pr(X(1) = x(1)), (35)

hence,

Pr
({X(i) = x(i)}t

i=1

)

=
t∏

τ=1

⎡

⎣cb(p1(τ ), . . . , pN(τ ))

×
N∏

j=1

⎛

⎝
cj
({

uj(i)
}τ

i=1

)

cj

({
uj(i)

}τ−1
i=1

) · fj
(
xj(τ )

)
⎞

⎠

⎤

⎦ (36)

The merit of this model is that the connecting copula can
be used to join together different individual copula-based
temporal models representing data with completely different
dynamics or spatial diversity.
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